Natsal Wave 9 
Background and rationale

The National Survey of Sexual Attitudes and Lifestyles (Natsal) is a cross sectional national survey that has happened every 10 years since 1990 and uses random probability sampling techniques.

Fieldwork for the 3rd survey (Natsal3) took place between September 2010 and August 2012. Initial piloting suggested that there was a real danger that the response rate might be significantly lower than the 63.4% achieved in the 2nd survey in 2000. A lot of work was done during piloting to improve the survey documentation and the training of interviewers, and response improved in the first few waves of fieldwork for the 3rd survey.
Midway through the fieldwork for Natsal3, the Natsal team (led by UCL, the London School of Hygiene and Tropical Medicine, and NatCen) encouraged NatCen to think of ways of improving response further. The one option that the team agreed to pursue was to establish a further wave of fieldwork – Wave 9.  

In essence, Wave 9 was an extra reissuing stage, which reissued some cases from Waves 1-6 of Natsal at the same time as the standard Wave 8 reissues. No new addresses were selected. The aim was to increase response under the hypothesis that those whom we could not interview many months ago would possibly be in different circumstances later, meaning that there was a better chance of an interview. This could be because they were for example, in a better frame of mind, less busy, not away or ill, or perhaps because a different set of people were now living at the address.

The first interviews for Wave 1 started early September 2010 and Wave 6 fieldwork finished in late March 2012. Fieldwork for Wave 9 took place between 9th July and 13th August 2012, so between 4 and 22 months since their last contact with NatCen (depending on their original fieldwork wave).
Selection criteria
For all waves a record was kept of the original outcome code and the reissue outcome code. A ‘definitive’ outcome code was then derived, which may be either original, or reissue based on a standard set of priority coding. 
Any unproductive addresses were eligible for Wave 9, except the following:

· Any office refusals 
· Any language problems 
· Any physically/mentally unable 
· Any deadwood (i.e. unable to locate, non-residential, unoccupied) 
· Any ‘double’ refusals – i.e. refused at original and reissue stage
· those who had been given the option to complete the interview over the web (following an earlier non productive outcome) 
Area Managers were also given the opportunity to exclude any addresses because of comments from the previous interviewer that suggested it would be inappropriate to make contact again.
Once eligible cases were selected, they were then clustered by postcode area (i.e. 1st half of postcode). Any areas with only 1 or 2 addresses were excluded to allow for efficient working in the field.
Postcode areas were then selected at random to give a total of 1200 addresses eligible for Wave 9. Area managers then excluded 58 of these because of interviewer comments, allowing 1142 to be issued into the field. 
If an individual had been randomly selected for interview at the original contact, the Wave 9 interviewer had to attempt a productive interview with this same individual, unless the person had moved address (in which case they were not followed up and the address was coded as unproductive). If a person selection had not been made at the original contact then the Wave 9 interviewer made a person selection with the occupants who were at the address at Wave 9.
Success rate
Success rates by wave are presented in Table 1. This is not a response rate as such as it does not take into account addresses that were subsequently identified as ineligible or ‘deadwood’ at Wave 9.

Table 1: Success rate by wave

	Wave
	1
	2
	3
	4
	5
	6
	Total

	Number issued
	221
	134
	149
	198
	262
	178
	1142

	Number achieved
	35
	13
	11
	28
	33
	17
	137

	Success rate (%)
	15.8
	9.7
	7.4
	14.1
	12.6
	9.6
	12.0


The table suggests that the success rate was not necessarily higher or lower for addresses that experienced a higher time delay between original visit and Wave 9 visit. The overall success rate of 12 per cent is comparable with a success rate of 14.6% on standard reissuing during waves 1-6.
Table 2: Success rate by field area

	Area
	0*
	1
	2
	3
	4
	6*
	7
	8*
	9*

	Number issued
	47
	145
	155
	186
	118
	99
	172
	67
	153

	Number achieved
	8
	10
	17
	18
	15
	10
	22
	9
	28

	Success rate (%)
	17.0
	6.9
	11.0
	9.7
	12.7
	10.1
	12.8
	13.4
	18.3


* London and the South East field areas
Table 3: Success rate by London/not London

	
	London
	Not London

	Number issued
	151
	991

	Number achieved
	26
	111

	Success rate (%)
	17.2
	11.2


Tables 2 and 3 suggest that wave 9 was more successful in London and South East than outside of London, although this is not a significant difference. 
What type of person became a productive interview?

Table 4 Success rate by original outcome code (grouped)
	Original outcome
	Number issued
	Number achieved
	Success rate (%)

	No contact – no selection made
	187
	19
	10.2

	No contact with selected person
	43
	11
	25.6

	Selection information refused
	166
	11
	6.6

	Personal refusal
	469
	56
	11.9

	Proxy refusal
	97
	13
	13.4

	Broken appointment
	103
	14
	13.6

	Ill/away
	47
	9
	19.1

	Other unproductive
	30
	4
	13.3

	
	
	
	

	Selection made
	764
	103
	13.5

	Selection not made
	378
	34
	9.0

	
	
	
	

	Total
	1142
	137
	12.0


As interviewers were not able to remake a person selection if the selection had already been done, Table 4 suggests that the majority of successful cases at Wave 9 were with addresses where the selection had already been made, although this was not significant. This suggests that the success of Wave 9 was not due to new people being found at the address.

These could be described as situations where the selection had been made previously but an interview had not quite happened. This suggests the extra attempts at interview were most successful where we had had at least some sort of compliance from the household.
Overall effect on response

Table 5 – Overall response with and without Wave 9
	
	All (without W9)
	
	All (after Wave 9)
	

	
	N
	%
	N
	%

	Sampled addresses
	59412
	
	59412
	

	Out of scope addresses:
	
	
	
	

	Vacant/ derelict
	3123
	5.3
	3137
	5.3

	Non-residential
	710
	1.2
	710
	1.2

	Not traced built/ other
	177
	0.3
	177
	0.3

	Not eligible age range
	27851
	46.9
	27885
	46.9

	Total known ineligibles
	31861
	
	31909
	

	Unknown eligibility:
	
	
	
	

	No contact
	1164
	2.0
	1056
	1.8

	All information refused
	2553
	4.3
	2501
	4.2

	Other
	593
	1.0
	586
	1.0

	Total unknown eligibility
	4310
	
	4143
	

	Estimated ineligible
	1288
	
	1229
	

	
	
	
	
	

	Total estimated eligible addresses:
	26263
	100
	26274
	100

	No interview:
	
	
	
	

	No contact with selected person
	346
	1.3
	327
	1.2

	Refused (including proxy refusal)
	6327
	24.1
	6343
	24.1

	Other reason
	1543
	5.9
	1528
	5.8

	No information about address
	3022
	11.5
	2914
	11.1

	Total unproductive
	11238
	42.8
	11112
	42.3

	
	
	
	
	

	Completed interviews
	15025
	57.2
	15162
	57.7

	
	
	
	
	


Impact on non-response bias
An important point is whether there has been any impact on non-response bias from adding an extra 137 interviews, are these people somehow different from the rest of the sample? Given that this is such a low number, there are unlikely to be any significant differences, but this could be investigated.
Conclusions
· A second wave of reissuing several months after the last reissue can sometimes be almost as successful as an initial reissue wave, and is a useful tool to boost response. For Natsal this led to an extra 137 interviews and a 0.5 percentage point increase in response overall.
Questions for discussion
· Should I be analysing success rates, response rates, or co-operation rates in Table 1? I initially thought that success rates would be best as one of the research questions is how much this can boost numbers as much as response.

· What inferences or conclusions can I make to the finding that London seems more productive given that the finding is not statistically significant? 
· What inferences or conclusions can I make to the finding that most success comes from those addresses where the interviewer has already been able to make a selection, even if that initially led to a personal refusal, given that the finding is not statistically significant? 

· With relative low numbers can we say much about the effect on non-response bias? Is it worth presenting anything?
· What more could or should I say, apart from that response went up by 0.5%?
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